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ALCF Systems

Q Aurora (CPU+GPU)
U Theoretical peak performance: > 2 Exaflops DP
O > 10,000 nodes: 2x 4t Gen Intel XEON Max Series + 6x Data Center GPU Max Series

Q Polaris (CPU+GPU)
0 Top500: Rmax 25.82 PFlop/s, Rpeak 34.16 PFlop/s
0 560 nodes: 1x AMD EPYC Milan 7543P + 4x NVIDIAA100

O ALCF Al Testbed (various Al accelerators )
U Available for allocation requests (DD):
Cerebras CS-2, SambaNova DataScale, Graphcore Bow Pod64
QU Access Forthcoming: Groq, Habana Gaudi

Q0 ThetaGPU (CPU+GPU)
U GPU-accelerated computing pathfinder, Rpeak 3.9 PFlop/s
0 42 nodes: 2x AMD EPYC Rome 7742 + 8x NVIDIAA100

O Theta (CPU)
U Top500: Rmax 6.92 PFlop/s, Rpeak 11.66 PFlop/s
U 4392 nodes: 1x Intel Xeon Phi 7230 (KNL)




Getting Started on ALCF Systems

LU ALCF guides and information: https://www.alcf.anl.gov/support-center

NEWS EVENTS PEOPLE CAREERS m
Argonne Leadership Computing Facility

ALCF Resources Science Community and Partnerships  About

MACHINE STATUS POLARIS THETA KNL THETA GPU COOLEY

Support Center

SUPPORT CENTER SEARCH Q Help Desk
Email: support@alcf.anl.gov

USER DOCUMENTATION SYSTEM MAINTENANCE UPDATES

Guides Preventative Maintenance Schedule Recent Facility Updates

Our preventative maintenance schedule over the 10/06/2023
Get Started next few months is as follows: Decommissioning Theta and Theta-fsO on December

- October 2 31
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https://www.alcf.anl.gov/support-center
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Getting Started at the ALCF Hands-on HPC Workshop

U Connect and login:
U ssh <your_ALCF_username>@<ALCF_system_name>.alcf.anl.gov

U0 Workshop materials:
Q https://qithub.com/argonne-Icf/ALCF Hands on HPC Workshop

U Slack: # announcements, # g-and-a, # *-breakout

L Workshop project information
U Project name: fallwkshp23
U Available queues:
U Single node: fallws23single
U Scaling up to 128 nodes: fallws23scaling
U Project storage location: /lus/eagle/projects/fallwkshp23/

Argonne Leadership Computing Facility
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https://github.com/argonne-lcf/ALCF_Hands_on_HPC_Workshop
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Polaris Single Node Configuration

# of AMD EPYC 7543P CPUs
# of NVIDIAA100 GPUs

Total HBM2 Memory

HBM2 Memory BW per GPU
Total DDR4 Memory

DDR4 Memory BW

# OF NVMe SSDs

Total NVMe SSD Capacity

# of Cassini NICs

Total Injection BW (w/ Cassini)
PCle Gen4 BW

NVLink BW

Total GPU DP Tensor Core Flops

Argonne Leadership Computing Facility

1
4
160 GB
1.6 TB/s
512 GB
204.8 GB/s
2
3.2TB
2
50 GB/s
64 GB/s
600 GB/s
78 TF

PCle Gen4 x16
DDR4-3200
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Single AMD EPYC “MILAN” 7543P CPU Specs

Base Frequency

Max Boost Clk

# of Zen3 Cores

# of Threads

Total DDR4 Memory

# of Memory Channels
DDR4 Memory BW
Total Shared L3 Cache
L2 Cache per Core

L1 Cache per Core
PCle Gen 4

PCle Gen4 BW

TDP

2.8 GHz
3.7 GHz
32
64
512 GB
8
204.8 GB/s
256 MB
512 KB
32 KB
128 lanes (8 ports)
64 GB/s
225 W

Argonne Leadership Computing Facility
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NVIDIA HGX A100 Specs

A100 PCle
FP64 9.7TF
FP64 Tensor Core 19.5TF
FP32 19.5TF

BF16 Tensor Core 312 TF
FP16 Tensor Core 312 TF
INT8 Tensor Core 624 TOPS

GPU Memory 40 GB HBM2
GPU Memory BW 1.6 TB/s
Interconnect PCle Gen4 64 GB/s

Max TDP Power 250W

10 Argonne Leadership Computing Facility

HGX

38.8 TF

78 TF

78 TF

1.3 PF

1.3 PF

2496 TOPS
160 GB HBM2
6.4 TB/s
NVLink 600 GB/s
400W




Node Local Storage

« Each compute node has two NVMe SSDs
= 1.6 TB each/3.2 TB total

Similar to Theta, ALCF provides no specific
software for using SSDs

Each volume will be mounted as an
extd/xfs volume that is user accessible

Users access SSD via standard POSIX
APls

Data is destroyed when the job ends so
any data users wish to keep must be
moved to Grand or Eagle




Polaris System Configuration

# of River Compute racks 40

# of Apollo Gen10+ Chassis 280

# of Nodes 560

# of AMD EPYC 7543P CPUs 560

# of NVIDIAA100 GPUs 2240

Total GPU HBM2 Memory 87.5TB )
Total CPU DDR4 Memory 280 TB \
Total NVMe SSD Capacity 1.75 PB
Interconnect HPE Slingshot

# of Cassini NICs 1120

# of Rosetta Switches 80

Total Injection BW (w/ Cassini) 28 TB/s

Total GPU DP Tensor Core Flops 44 PF

Total Power 1.8 MW Apollo 6500 Gen10+
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Slingshot Configuration

LO: 1 x 100Gb Ll1:4 x 200Gb — L2 :2 x 200Gb

Each link is 25 GB/s unidirectional

/ 50 GB/s bidirectional
\/\/

16x 16x 16x 16x 16x 16x 16x 16x 16x 16x 16x 16x
NIC NIC NIC NIC NIC NIC NIC NIC NIC NIC NIC NIC
Group 0 Group | Group 9 Group 10
56 Nodes 56 Nodes 10 C G 56 Nodes 65 Nodes
ompute aroups | Service Group
— —

11 Total dragonfly groups, 10 compute groups and 1 non-compute group
2 links/arc between each group

4 links/arc within each group (between switches of a group)
1 link from each NIC (100Gb with SS10, 200Gb when upgraded to SS11)




Slingshot Interconnect

T “J;MlLL%uUJ:“ e SS-10 (100Gb)

- : Injection: ~14 TB/s
Bisection: ~24 TB/s

Rosetta Switch
« Multiple QoS levels

Aggressive adaptive routing

SS-11 (200Gb)
Injection: ~28 TB/s
Bisection: ~24 TB/s

Advanced congestion control

Very low average and tail latency

High performance multicast and reduction

Ml Slingshot 10 Slingshot 11
Connectyes « HPE Cray MPI stack « MPI hardware tag matching
o 5 » Ethernet functionality * MPI progress engine

+ RDMA offload * One-sided operations
» Collectives

« 2X injection bandwidth

Mellanox ConnectX NIC Cassini NIC

14  Argonne Leadership Computing Facility T Olemumeen



Slingshot 11 upgrade

QPolaris’s interconnect is being upgraded from Slingshot 10 to Slingshot 11

LPhased Rollout
O October 16: 30% of system
O October 30: 60% of system
U November 13: complete system

QWill impact maximum job size

Q https://www.alcf.anl.gov/support-center/facility-updates/polaris-upgrade-slingshot-10-slingshot-11

15 Argonne Leadership Computing Facility
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https://www.alcf.anl.gov/support-center/facility-updates/polaris-upgrade-slingshot-10-slingshot-11

Storage

Polaris is connected to existing ALCF
storage resources

» Grand — Global/Center-wide file system providing
main project storage

— 100 PB @ 650 GB/s

— Accessed via Lustre LNET routers using Polaris
gateway nodes

» Eagle — Community file system providing project
storage that can be shared externally via Globus
sharing

— 100 PB @ 650 GB/s

— Accessed via Lustre LNET routers using Polaris
gateway nodes

= Gateway nodes can provide >1 TB/s
» Home — shared home file system for convenience
not for performance or bulk storage

Argonne A




Software
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Filesystem

18

Polaris has a shared home filesystem

The Eagle and Grand filesystems available and mounted
— /lus/grand
— /lus/eagle

Main project storage
— /1lus/grand/projects

Community project storage
— /lus/eagle/projects

Argonne Leadership Computing Facility
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Programming Environment

O HPE Cray PE for Polaris

U HPE Cray MPI support for PGI offload to A100 for Multi-NIC and Multi-
GPU support

U Full Rome and Milan support

0 NVIDIA HPC SDK will provide primary support for programming
A100

0 SYCL/Data Parallel C++ provided via
0 CodePlay computecpp compiler with Nvidia support

O LLVM via Intel DPC++ branch which supports offload to Nvidia GPUs as
well as Intel GPUs

19 Argonne Leadership Computing Facility
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Modules

alcf@polaris-login-04:~> module list
Currently Loaded Modules:

1) craype-x86-rome 5) nvhpc/21.9 9) cray-pmi/6.1.2 13) PrgEnv-nvhpc/8.3.3
2) libfabric/1.11.0.4.125 6) craype/2.7.15 10) cray-pmi-1ib/6.0.17 14) craype-accel-nvidia80
3) craype-network-ofi 7) cray-dsmml/0.2.2 11) cray-pals/1.1.7

4) perftools-base/22.05.0 8) cray-mpich/8.1.16 12) cray-libpals/1.1.7

alcf@polaris-login-04:~> module avail

/opt/cray/pe/lmod/modulefiles/mpi/nvidia/20/0fi/1.0/cray-mpich/8.0
cray-hdf5-parallel/1.12.1.3 cray-parallel-netcdf/1.12.2.3

/opt/cray/pe/lmod/modulefiles/comnet/nvidia/20/0fi/1.0
cray-mpich-abi/8.1.16 cray-mpich/8.1.16 (L)

/opt/cray/pe/lmod/modulefiles/compiler/nvidia/20
cray-hdf5/1.12.1.3

/opt/cray/pe/lmod/modulefiles/mix_compilers
gcc-mixed/11.2.0 nvhpc-mixed/23.1 nvidia-mixed/21.9 (D) nvidia-mixed/23.3
nvhpc-mixed/21.9 (D) nvhpc-mixed/23.3 nvidia-mixed/23.1

/opt/cray/pe/lmod/modulefiles/perftools/22.05.0
perftools perftools-lite-events perftools—lite—hbm perftools—preload

{...}

20 Argonne Leadership Computing Facility
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Programming Models

21

Vendor Supported
Programming Models

A

(

OpenMPlIo target
OpenMP with tar.

MPI +

Y
FORTRAN

ECP Provided
Programming Models

N M

Kokkos

Raja

Argonne Leadership Computing Facility

cray (I

NVIDIA
LLVM

CodePlay

AMD
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Compilers

QCray Programming Environment provides wrappers for building MPI enabled
application
Ucc — C compiler
QCC — C++ compiler
Oftn — Fortran compiler

O The wrappers provide options to understand the underlying invocation
O --craype-verbose — prints the underlying compiler invocation
O --cray-print-opts=1ibs — prints library information
U --cray-print-opts=cflags — prints include information

The opts prints are useful for build scripts
LCRAY_LIB=$(cc --cray-print-opts=1ibs)
UCRAY_CFLAGS=$(cc --cray-print-opts=cflags)

22 Argonne Leadership Computing Facility T Olmemumeen



Compilers

O Beyond the default PrgEnv-nvhpc environment. Several additional
compilers are available with varying support for programming models.

QGNU:
0 GNU compilers. Useful for mixing with nvhpc compilers
QALLVM:
O Open source LLVM compiler. Support for CUDA and OpenMP offload
QCray:
O Cray Compiling Environment (CCE)
UoneAPI Toolkit:
O Intel oneAPI compiler and Codeplay plugins for NVIDIA GPUs

23 Argonne Leadership Computing Facility T Olmomumen



Scheduler — PBS Professional

* Primary commands
— qgsub
» Request resources and start your script on the head node
= -A - Allocation

= -1 - Options

— gstat
= Check on the status of requests
= -Q - List queues

» -f <jobid> - Detailed information about a job
" -x <jobid> - Information about a completed job
— galter

» Update your requests
— (qdel

= Cancel unneeded requests

24  Argonne Leadership Computing Facility
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Scheduler — PBS Professional

U Resource requests and placement
U Job wide options
U-1 walltime=06:00:00

U Resource selection
0 -1 select=[<N>:]<chunk>[+[<N>:]<chunk> ...]

U Simple example with system selection (128 compute nodes on Polaris)
U -1 select=128:system=polaris

U Useful definitions
U chunk
U Set of resources allocated as a unit to a job
U vnode
Q Virtual node. Abstract object representing a usable part of an execution host
U ncpus

L On Polaris this is equal to a hardware thread. Polaris has a single socket with 32 cores, each with 2
threads resulting in ncpus=64

U ngpus

U Number of GPUs. Generally will be four on Polaris. Could potentially be higher if using Multi
Instance GPU (MIG) mode.

25 Argonne Leadership Computing Facility T Olmemumeen



Polaris Queues, Projects, and Allocations

U There are several production queues for submitting jobs to Polaris
U debug, prod, ...
O Workshop reservation available queues:
U Single node: fallws23single
U Scaling up to 128 nodes: fallws23scaling

U Projects have an approved amount of disk space.
U alcf@polaris-login-04:~> myprojectquotas

Name Type Filesystem Used Quota Grace

fallwkshp23 Project grand 4k 1T -

O Workshop project storage location: /lus/eagle/projects/fallwkshp23/

O Node hour allocations on approved systems.
U alcf@polaris-login-04:~> sbank

Allocation Suballocation Start End Resource Project Jobs Charged Available Balance

10953 10821 2023-08-08 2023-11-09 polaris  fallwkshp23 12 1.3 2,998.7

26 Argonne Leadership Computing Facility T Olmemumeen



Running MPI Applications

Jobs run directly on the compute nodes. The mpiexec command runs applications using the Parallel
Application Launch Service (PALS)

* mpiexec
— Execute MPI applications on compute nodes using mpiexec
-n Total number of MPI ranks
-ppn Total number of MPI ranks per node

--cpu-bind CPU binding for application
--depth Number of CPUs per rank
--env Set environment variables
--hostfile Indicate file with hostname

Full list of options available from the man page

27 Argonne Leadership Computing Facility
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MPI Environment Variables

MPICH_GPU_SUPPORT_ENABLED
— Enable MPI operations with communication buffers on GPU-attached memory regions

MPICH OFI NIC VERBOSE
— Print verbose information about NIC selection

MPICH OFI NIC POLICY
— Selects the rank-to-NIC assignment policy (BLOCK, ROUND-ROBIN, NUMA, GPU, USER)

MPICH OFI NIC MAPPING
— Specifies the rank-to-NIC mapping on each node

28 Argonne Leadership Computing Facility
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Affinity Example — Submission Script

e https://qithub.com/argonne-Icf/GettingStarted/tree/master/Examples/Polaris/affinity

#!/bin/sh

#PBS -1 select=1:system=polaris

#PBS -1 place=scatter

#PBS -1 walltime=0:30:00

#PBS -q debug

#PBS -A <PROJECT>

#PBS -1 filesystems=home:grand:eagle

cd ${PBS_O WORKDIR}
# MPI example w/ 16 MPI ranks per node spread evenly across cores
NNODES="wc -1 < $PBS NODEFILE"
NRANKS PER NODE=16
NDEPTH=4
NTHREADS=1
NTOTRANKS=$(( NNODES * NRANKS_PER_NODE ))
echo "NUM_OF _NODES= ${NNODES} TOTAL_NUM RANKS= ${NTOTRANKS}
RANKS _PER_NODE= ${NRANKS PER_NODE} THREADS_ PER_RANK= ${NTHREADS}"

mpiexec -n ${NTOTRANKS} --ppn ${NRANKS PER_NODE}
--depth=4 --cpu-bind depth ./hello affinity

29 Argonne Leadership Computing Facility
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https://github.com/argonne-lcf/GettingStarted/tree/master/Examples/Polaris/affinity

Affinity Example — Output

e https://qithub.com/argonne-Icf/GettingStarted/tree/master/Examples/Polaris/affinity

$ gqsub -1 select=2,walltime=0:10:00 -1 filesystems=home:grand:eagle
-A <PROJECT> ./submit.sh

NUM_OF_NODES= 2 TOTAL_NUM_RANKS= 32 RANKS_PER_NODE=

To
To

To

To

To

affinity
affinity

affinity
affinity

affinity

and beyond!! nname=
and beyond!! nname=

and beyond!! nname=
and beyond!! nname=

and beyond!! nname=

30 Argonne Leadership Computing Facility

X3007c0s13boOno
X3007c0s13boOno

X3007c0s13boOno
X3007c0s13b1nd

X3007c0s13b1nd

rnk=
rnk=

rnk=
rnk=

rnk=

16 THREADS_PER_RANK= 1

@ list cores= (0-3)
1 list _cores= (4-7)

15 list cores= (60-63)
16 list cores= (0-3)

31 list cores= (60-63)
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https://github.com/argonne-lcf/GettingStarted/tree/master/Examples/Polaris/affinity

Polaris Debuggers

Debuggers
O STAT (Stack Trace Analysis Tool)
U Stack tracing at scale
0 gdb4hpc
UParallelized gdb for HPC
0 CUDA-GDB
UNVIDIA tool for debugging CUDA
0 gdb: The GNU Project Debugger

31 Argonne Leadership Computing Facility
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Polaris Profilers

QProfilers
O PAT (Performance Analysis Tool)
UWhole program performance analysis
0 NVIDIA® Nsight™
USystem-wide performance analysis tool
O TAU (Tuning and Analysis Ulilities)
UPortable profiling and tracing toolkit
O THAPI (Tracing Heterogeneous APIls)
UTracing infrastructure for heterogeneous computing applications
O HPCToolkit
Uintegrated suite of tools for measurement and analysis of program performance

32 Argonne Leadership Computing Facility
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Aurora Compute Node

* Six Intel® Data Center GPU Max Series

» All to all connection

« Two 4t Gen Intel XEON Max Series CPUs
with:
« HBM memory
« DDR memory

» Unified Memory Architecture across CPUs
and GPUs

8 Slingshot Fabric endpoints

35 Argonne Leadership Computing Facility
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Polaris to Aurora — Compute Node Hardware

JCPUs:
O 1x AMD EPYC 7543P CPU -> 2x 4t Gen Intel XEON Max Series CPUs

LGPUs:
U 4x NVIDIA A100 GPUs -> 6x Intel® Data Center GPU Max Series

QSlingshot fabric endpoints:
U 2x NICs -> 8x NICs

36 Argonne Leadership Computing Facility
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Intel® Data Center GPU Max Series

Intel provided an introduction to the Intel® Data Center GPU Max Series at an Intel Architecture Day event

https://www.intel.com/content/www/us/en/newsroom/resources/press-kit-architecture-day-2021.html

Also presented at Hot Chips

» https://hc33.hotchips.org/assets/program/conference/day2/hc2021_pvc_final.pdf

Intel® Data —

Center GPU
Max Series
socC

>100 Billion Transistors
47 Active Tiles
5 Process Nodes

37 Argonne Leadership Computing Facility

Compute Tile

Rambo Tile

Foveros

Base Tile

HBM Tile

Xe Link Tile

Multi Tile Package

EMIB Tile

Intel® Data
Center GPU

Max Series
Execution Progress

AO Silicon Current Status

>45 TFLOPS

>5 TBps

>2 TBps

FP32 Throughput

e

Memory Falbric
Bandwidth
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https://www.intel.com/content/www/us/en/newsroom/resources/press-kit-architecture-day-2021.html
https://hc33.hotchips.org/assets/program/conference/day2/hc2021_pvc_final.pdf

Intel® Data Center GPU Max Series Architectural Components

e -
X €, sice

16 Xe—cores

> -core s

Compute Building Block of 16 Ray Tracing Units
Intel® Data Center GPU Max Series ’7
Ray Traversal

L t
8 8 5();(12/ SB°7C L K Triangle Intersection
Vector Matrix Bounding Box Intersect.
Engines Engines
7 o5 Cache
512 bit 4096 bit
2 Ol oo | L1$/SLMGi¢m), 1$ 1Hardware Context

- 1

i

o

d
oogn

%
§

o

)’e Core

LIRS )’ € stack
\ HPC
Vector Engine atrix Engine
(ops/clk) M
4 Sl
256 Fr32 2048 7rs2 o
64 Xe-cores
o .
256 Fpoa 4096 Fris 64 Ray Tracing Units
4 Hardware Contexts
512rpi6 4096 &ri6

8192 nTs 4 HBM2e controllers
1Media Engine
8 XeLinks
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Peak Performance
= 2 Exaflops DP

Intel GPU
Intel® Data Center
GPU Max Series

Intel Xeon Processor
4th Gen Intel XEON

Max Series CPU
with High Bandwidth Memory

Platform
HPE Cray-Ex

MENT OF

d
Hewlett Packar

Enterpri
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Compute Node

Two 4t Gen Intel XEON Max Series CPUs
Six Intel® Data Center GPU Max Series
Node Unified Memory Architecture

Eight fabric endpoints

GPU Architecture

Intel® Data Center GPU Max Series
architecture

High Bandwidth Memory Stacks

Node Performance
>130 TF

System Size
>10,000 nodes

Aggregate System Memory

>10 PB aggregate System Memory

System Interconnect
HPE Slingshot 11

Aurora

Leadership Computing Facility
Exascale Supercomputer

Software Environment
C/C++

Fortran

SYCL/DPC++

OpenMP offload
Kokkos

RAJA

Intel Performance Tools

Dragonfly topology with adaptive routing

Network Switch

25.6 Th/s per switch (64 200 Gb/s ports)

Links with 25 GB/s per direction

High-Performance Storage
220 PB
225 TB/s DAOS bandwidth



Distributed Asynchronous Object Store (DAOS)

O Primary storage system for Aurora

[ Offers high performance in bandwidth and IO
operations
U 230 PB capacity
Q=25TB/s

O Provides a flexible storage API that enables new 1/O
paradigms

O Provides compatibility with existing I1/0O models such
as POSIX, MPI-IO and HDF5

L Open source storage solution

40 Argonne Leadership Computing Facility

DAOS Nodes (DNs)

Slingshot Fabric

AT AT A A7 AN

X5 A5

Gateway Nodes
Xeon servers with
no local storage
Access to external Lustre
storage
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Software
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Available Aurora Programming Models

U Aurora applications may use:

U0 DPC++/SYCL

U OpenMP

U Kokkos SYCL ™ OpenMP
0 Raja -

U OpenCL

QO Experimental ’ RA V
O HIP — running GAMESS, CP2K, libCEED

U1 Not available on Aurora:

O CUDA .
0 OpenACC H I P _,.“ >
OpenCL

42 Argonne Leadership Computing Facility Argonne &



Polaris to Aurora — Programming Models

0 OpenACC -> OpenMP
U Both pragma based directive programming models

U CUDA -> DPC++/SYCL, Kokkos, RAJA, OpenMP
U Intel DPC++ Compatibility Tool: assisted migration of CUDA to DPC++

U https://www.intel.com/content/www/us/en/docs/dpcpp-compatibility-tool/get-started-quide/2023-
O/overview.html

43 Argonne Leadership Computing Facility
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https://www.intel.com/content/www/us/en/docs/dpcpp-compatibility-tool/get-started-guide/2023-0/overview.html
https://www.intel.com/content/www/us/en/docs/dpcpp-compatibility-tool/get-started-guide/2023-0/overview.html

oneAPI

O Industry specification from Intel (https://www.oneapi.com/spec/)

O Language and libraries to target programming across diverse architectures
(DPC++, APls, low level interface)

O Intel oneAPI products and toolkits (https://software.intel.com/ONEAPI)

O Languages
U Fortran (w/ OpenMP 5+)
U C/C++ (w/ OpenMP 5+)

0 DPC++ Gl ‘i‘lo
0 Python

= oneAPI

U oneAPI MKL (oneMKL)
U oneAPI Deep Neural Network Library (oneDNN)
U oneAPI Data Analytics Library (oneDAL)
4 MPI
4 Tools
U Intel Advisor
U Intel VTune
U Intel Inspector
44  Argonne Leadership Computing Facility T e
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https://software.intel.com/oneapi
https://www.oneapi.com/spec/
https://software.intel.com/ONEAPI

DPC++ (Data Parallel C++) and SYCL

U SYCL
U Standard developed by Khronos and announced in 2014
U The latest SYCL specification (SYCL 2020) was released in 2021
U SYCL is a C++ based abstraction layer (standard C++17)
U Builds on OpenCL concepts (but single-source)
U SYCL is designed to be as close to standard C++ as possible

45 Argonne Leadership Computing Facility
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DPC++ (Data Parallel C++) and SYCL

U SYCL
U Standard developed by Khronos and announced in 2014
U The latest SYCL specification (SYCL 2020) was released in 2021
U SYCL is a C++ based abstraction layer (standard C++17)
U Builds on OpenCL concepts (but single-source)
U SYCL is designed to be as close to standard C++ as possible

U DPC++
U Part of Intel oneAPI specification and Intel’s implementation of SYCL
U Intel extension of SYCL to support new innovative features
U Open source and available on GitHub
U Contains a Plugin Interface (Pl) to allow DPC++ to run on multiple devices

46  Argonne Leadership Computing Facility
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OpenMP

O OpenMP is a widely supported and utilized programming model
O OpenMP 5 constructs will provide directives based programming model for Intel GPUs
Q Available for C, C++, and Fortran and optimized for Aurora

Q Current OpenMP 5.1 spec supports offloading to an accelerator/GPU
Q Support started with OpenMP 4

0 OpenMP with offload support offers a potential path to developing performance portable
applications

QO Multiple compilers and vendors providing OpenMP implementations

O Community has a consensus what is the “most common” subset of OpenMP features to be
supported on devices.

0 OpenMP features inappropriate to GPUs are often not implemented O M P
nenMF
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Intel Fortran for Aurora
U Fortran 2008
U OpenMP 5

U New compiler—LLVM backend
U Strong Intel history of optimizing Fortran compilers

U Beta available today in oneAPI toolkits

https.//software.intel.com/content/www/us/en/develop/tools/oneapi/components/fortran-compiler.html/

oneAPIL

HPC TOOLKIT

Hnn‘

LA OEE| INPUT: REASON + OUTPUT: PLEASURE

48 Argonne Leadership Computing Facility
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https://software.intel.com/content/www/us/en/develop/tools/oneapi/components/fortran-compiler.html

Intel MKL — Math Kernel Library

O Highly tuned algorithms
dFFT
O Linear algebra (BLAS, LAPACK)
O Sparse linear algebra
[ Statistical functions
O Vector math
O Random number generators

1 Optimized for every Intel platform

L oneAPI MKL (oneMKL)

U https://software.intel.com/en-us/oneapi/mkl
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Latest oneAPI toolkits include
DPC++ support and C/Fortran

OpenMP offload
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https://software.intel.com/en-us/oneapi/mkl

Intel VTune and Advisor

O Vtune Profiler

O Widely used performance analysis tool
O Supports analysis on Intel GPUs

1 Advisor

O Provides roofline analysis

O Offload analysis will identify components for
profitable offload
U Measure performance and behavior of original code

U Model specific accelerator performance to determine
offload opportunities

U Considers overhead from data transfer and kernel launch
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Information and Help

O User documentation is available at the ALCF support center
U https://www.alcf.anl.gov/support-center

1 Additional information about Polaris
O https://www.alcf.anl.gov/polaris

O Getting help for ALCF resources
Q0 support@alcf.anl.gov
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